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Definition
A general inner product in a real (complex) vector space V is a
symmetric (Hermitian) bilinear form (-,-) : ¥ x V — R (C), i.e.,
@ (x,x) € R5o with (x, x) = 0if and only if x = 0.

Q (x,ay) = a(x,y) for all scalars «.

Q (x,y+2z)=(xy)+(x,2).

Q (x,y) = (y,x) (or (x,y) = (y, x) if complex).
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As before, any inner product induces a norm via
I 1= V¢

One can show (analogous to the Euclidean case) that || - || is a norm.

In particular, we have a general Cauchy—Schwarz—Bunyakovsky
inequality
[,y < lxIHIyll-
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Example
Q@ (x,y) = x"Ty (or x*y), the standard inner product for R” (C").
@ For nonsingular matrices A we get the A-inner product on R”, i.e.,

(x,y) =x"ATAy
with
[Xlla = v/ (x.x) = VXTATAX = || Ax||2.
Q If Y =R™XM (or C™M) then we get the standard inner product for

matrices, i.e.,

(A,B) = trace(ATB) (or trace(A*B))
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Parallelogram identity

Santosh Shivlal

Dhamone
In any inner product space the so-called parallelogram identity holds,
i.e.,

I+ yIP + lx = w12 = 2 (IxI2 + Iy 1) @)
This is true since
%+ yI?+ X~ yl? = (x +y.x+y) + (x -y, x~y)
= (X)) + (X, y) + (V. X) + (V. Y)
+<X,X> - (X,y) - (y,X>+ <yay>
=2(x, %) +2(y,y) = 2 (IXI? + |y?) .
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Orthog

1C 1 and Projecti

Recall that two vectors v, & v, in R” are perpendicular or orthogonal provided that their dot

product vanishes. Thatis, v, L v, ifand only if v;*v, = 0.

Example
1 12 1 4

1. The vectors | -3 | & | 8 | in R?are orthogonal while | -3 | & [ -6 | are
4 3 4 7

not.
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We can define an inner product on the vector space of all polynomials of degree at most

3 by setting
(o) 8y} = [[! foo) 50 e

(There is nothing special about integrating over [0,1]; This interval was chosen

arbitrarily.)  Then, for example,

(2x2 + 1,10%2 + 11x - 11) = fol(2x2 + 1) (10x% + 11x - 11) dr
= f‘ (20x* + 2253 - 12x2 + 11x - 11) dx
0
= [4)65 + Hx" - 4x3 + sz - llx] t
2 2

0
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Hence, relative to the inner product < Sx), g(x)> = f ! Ax) g(x) dx we have that the
0

two polynomials 2x2 + 1 & 10x2 + 11x - 11 are orthogonal in Py

So, more generally, we say that v, L v, ina vector space V" with inner product (u, v> provided

that (u,v) =0.
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Suppose Vis a vector space with inner product (u, v>. (Think ¥ = R” and

<u,v> = dot(u,v) )

1. The subspaces S, & S, of R” are said to be orthogonal, denoted S, 1 §,,if
<vl,v2> =0 forall v € §; & v, € §,.

2. Let W be a subspace of V. Then we define W * (read “W perp”) to be the set of

vectors in V given by
W ={veV|(ww)=0fralwe W}

The set W+ is called the orthogonal complement of W.
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Examples

1131
1. From the above work, if 4 =12 3 1 1 |,then R, L N,.
10 8 2

2. Let Abeany m x n matrix. Now, the null space N, of A consists of those vectors x
with 4 x = 0,. However, 4 x = 0, ifandonlyif r,-x =0 (i=1,..,m)
for each row r, of the matrix A. Hence, the null space of A is the set of all vectors

orthogonal to the rows of 4 and, hence, the row space of 4. (Why?) We conclude that

R} =N,

The above suggest the following method for finding W * given a subspace W of R”.
1. Find a matrix A having as row vectors a generating set for W.

2. Find the null space of A. This null spaceis W*.
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3 Suppose that §; = span and S, = span 1 Then S, & S,

© = o = o
o o~ ~ o

are orthogonal subspaces of R®. To verify this observe that

0 0 0 0 0 0 0
1 1 -1 1 -1 1 -1
al0| +b]1 1 =ar{0 || 1 |+br|l 1
1 0 1 1 1 0 1
0 0 0 0 0 0 0

=ar@ +br (0
=0
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. ) R 01010
it follows that Sj" # §,. So, what is the set S;*? Let B =
01100

Then, from part 2 above, §;* = Nj. In fact, a basis for S;* = N, can be shown to be

1 0 0
0 -1 0
0 1 0
0 1 o
0 0 1

o) (o 1) (o] (o

] |1 of [-1]]o
Finally, we note that the set {{0 |, {1 | t U {0 || 1 [,]o ]| { formsabasis

1] |o o1 ]]o

o) lo o) lo) 1

for R®. In particular, every element of R® can be written as the sum of a vector in S,

and a vectorin §,".
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Let W be the subspace of Py (= the vector space of all polynomials of degree at most 3)

with basis { 1, %3 } We take as our inner product on Py the function
(), 809) = [[! S0 sts) e

Find as basis for W *.
Solution

Let p(x) = ax® + bx® + cx + d € W*. Then

(p@g@) = [ ) ) s = 0
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forall g(x) € W. Hence, in particular,

<p(x),1>=j;l(axg+bx1+cx+d)dx=%+%+§+d=0
and
(p(x),x’>=];‘(ax‘+bx’+cx‘+dx’)dx=%+%+%+%=0,

Solving the linear system

shieiaco
2
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we find that we have pivot variables of a = 1—54c + 1l4dand b = —%c - %dwith

free variables of ¢ and d. It follows that
px) = ¢ Moo B o] vaf 1428 - sz i g
5 5 2
for some ¢, d € R. Hence, the polynomials

145 18, 27,2
5 5 2

+x & 14x3 - +1

span W *. Since these two polynomials are not multiples of each other, they are linearly

independent and so they form a basis for W *



